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Abstract. In recent years, the intelligent transportation system has be-
come an inseparable component for the smart city ecosystem. Through
information sharing among the entities in the I'TS such as roadside units,
traffic cameras and local controllers, the entire system aims at improving
road safety and overall traffic efficiency. However, as drastic amount of
data have been exchanged and logged, how could such a system main-
tain the integrity, authenticity, and non-repudiation of the information
for constant verification and audit is one of the biggest challenges. At the
same time, as being considered as part of the critical infrastructure, in the
smart city ecosystem, the security of the ITS also needs to be addressed
carefully. In this work, we propose a novel blockchain-based architecture
for ITS, to record actions and information sharing among the entities, at
the same time assist in mitigating common types of attacks. Experiments
are conducted to assess the overhead of critical cryptographic primitives.
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- attack mitigation

1 Introduction

The Intelligent Transportation System (ITS) has become an inseparable com-
ponent for the smart city ecosystem. The modern data-driven ITS [1] functions
based on rich data collected from multiple sources such as connected vehicles,
inductive-loop detectors, sensors, and traffic cameras. Accordingly, I'TS runs var-
ious algorithms based on these data such as optimal traffic light decision and
statistical traffic data analysis. Compared to the traditional transportation sys-
tem whose objective is to facilitate the orderly traffic flow, the modern data-
driven ITS aims at both orderly and timely traffic flow by optimizing the use
of the existing transportation infrastructure, enhancing overall traffic efficiency,
and improving road safety. As an infrastructure that is closely related to per-
sonal safety, the corresponding security, reliability, and stability of an ITS are
the prerequisite for all the benefits it brings.
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Technically, ITS is a highly distributed system with heterogeneous subsys-
tems in terms of both hardware and software. There is a centralized ITS center
for the purpose of overview, management and policy adjustment based on the
data from the subsystems under its regime. Under the regime of the ITS center,
there are thousands of local controllers deployed out in the field. Local controllers
strive to derive actionable intelligence from connected smart devices and sensors.
According to the rich information it gathers, the local controller is able to make
timely distributed decisions that fulfill the overall aim of the ITS system.

Despite the common threats to an information communication system, I'TS
faces several severe challenges caused by its distributed and heterogeneous na-
ture. Firstly, ITS is a target with multiple attack vectors. The attacker can
choose to compromise the sensors or the local controller to achieve her goal.
For example, to cause slow traffic or a bad jam, the attacker can force ITS to
come to an incorrect decision by impersonating the sensor, falsifying the data,
or tampering with the decision-making algorithm. Secondly, the large number of
heterogeneous sensors in ITS poses a great challenge in guaranteeing the data
authenticity, which is essential to ITS since the authentic data is the founda-
tion for an optimal decision. For different sensors with various specifications, it
requires a specific effort to make sure the provided data is authentic. Thirdly,
in case any attack happens, the distributed nature of ITS makes it difficult to
carry out an efficient post-security audit. It is a cumbersome task to inspect a
large number of distributed devices. In addition, the distributed storages may
not be reliable since they are facing the threat of being tampered with.

With the above challenges in mind, we propose SecBITS, a Secured Blockchain-
based ITS. The blockchain intrinsically fits the scenario in the ITS system where
the algorithms are executed on the data from the decentralized smart devices
and sensors. Briefly, SecBITS is able to record the sensor data and the decisions
based on that data in a tamper-proof blockchain. Every sensor data and the
corresponding decision are associated with a piece of smart contract, so that the
data authenticity and the decision correctness are guaranteed. We also introduce
specific contract terms to counter against certain attacks. Our contributions are:

— Propose a novel architecture for ITS based on blockchain called SecBITS
which could enhance the ITS security by mitigating certain types of attacks.

— Provide security analysis on the capability of SecBITS in mitigating record
tampering, DoS attack, rogue sensor attack, and logic compromising.

— Further carry out experiments to assess the overhead of critical infrastructure
primitives such as cryptographic computations.

2 Related Work

Intelligent transport system (ITS) is the modern transportation system that
applies information and communication technologies to infrastructures and ve-
hicles to achieve efficient and effective traffic and mobility management. ITS is
also referred to as data-driven ITS since it heavily relies on data from sensors
(e.g., cameras [2], laser radars [3]) and vehicles [4] to estimate a real-time road
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condition based on which optimal traffic-related decisions such dynamic traffic
light signal timings are made. In terms of data flow in I'TS, vehicles report data
through DSRC (Dedicated Short Range Communications) to the RSU (Road-
side Unit) [5]. RSUs, as well as various sensors feed their collected data to the
local controller, which is a microcomputer located near the intersection. The
local controller is responsible for making real-time local traffic light decisions
based on the fed data and issuing traffic light command. Such ITS architecture
is common in nowadays and more details about it can be found in related liter-
ature [1]. Despite the architecture and technique have been widely studied, the
security of ITS has rarely been analyzed. The goal of our work is to propose a
secured ITS design with the help of the novel blockchain techniques.

Recently, there is a stream of research on the blockchain application to CPS
scenarios. Boudguiga et al. [6] analyzed how the use of blockchain can meet the
requirements of confidentiality, integrity and availability during the Internet of
Things (IoT) updates. In [7] the authors provided a high-level description of the
adaptation of blockchain into ITS and furnished a particular case study on ride-
sharing. However technical details on how to achieve such a blockchain-based sys-
tem are lacking and no experiment testing on feasibility have been provided. The
authors of [8] discussed vehicular ad-hoc network based on blockchain, similarly,
only a high-level description over the concept was provided. Another work [9]
studied the problem of using blockchain for simplifying the distributed key man-
agement in a heterogeneous vehicular communication system, whereby the com-
munication and computation overhead could be reduced due to the blockchain
system employed. Besides, there are also works focusing on the blockchain-based
vehicular network in smart city [10] and inter-vehicle data sharing [11]. However,
none of the above literature has conducted a systematic analysis of the defense
capability of their proposed architecture against specific attacks so far.

3 System Design

3.1 System Overview

A typical ITS could usually be segregated into three layers. At the bottom are
those data collection devices (or basic infrastructure) such as sensors, RSUs,
cameras, etc. They constantly collect traffic information and send to the second
layer, the local controllers (LC). With the traffic data obtained from nearby de-
vices and possibly other information from adjacent LCs, the LC at a particular
intersection then makes the decision for the traffic light timing adjustment. All
these data and action taken could be sent to the top ITS center (ITSC) layer
for storage, further processing, analysis, and traffic optimization. The entire ITS
naturally forms a distributed network, where each entity is capable of commu-
nicating to others for information exchange. This property lays the foundation
for empowering a blockchain framework on top of the current I'TS.

SecBITS is built upon a permissioned blockchain system. In such a permis-
sioned system, access control is enforced and one could only act based on the
rights granted to her. We define three types of access rights in SecBITS:
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Fig. 1. SecBITS Architecture

Read: allows the system participant to view the historical record of the system
Write: refers to the capability of submitting a “transaction” into the system, of
which contains traffic information (either data or action).

Verify: allows the system designated entities to validate the transactions written
by other participants, and form them into immutable blocks. This action is
similar to the commonly understood “mining” process in the Bitcoin system.

To assign the access rights to the entities in different system layers, we con-
sider their typical roles in an ITS, and their storage and computational capability.
The data collection devices at the bottom layer will have the read and write ca-
pability only, as they are usually resource-constrained. Further, as typically the
security protection over these devices are limited, granting them wverify capabil-
ity may affect the overall system security. The middle layer LCs and the upper
layer I'TSC will have the full access rights, particularly the ITSC might comprise
a set of designated servers within its premise. The ITSC, as the authority, grants
the different rights to the entities.

Each entity in SecBITS could be uniquely identified by its public key, gener-
ated and issued by the ITSC. Associated with the public key, a private digital
signature signing key is also provided and should be stored locally at each entity.
We assume the LCs and the servers under the control of ITSC have reasonable
storage and computational capacity to perform operations such as digital signa-
ture generation, verification, and hash computation. The devices at the bottom
layer only have basic functionalities, such as storing its own private key, a list of
public keys and perform signature generation when data need to be transmitted.

Fig. 1 provides a system overview for the proposed SecBITS. The overall
system is segregated into four different pillars. The “Intelligence” pillar provides
a list of exemplary actions in an ITS, sorted based on the characteristics such
as time-relevance and geographical impact. “Operations” maps and reflects the
three layers of ITS discussed above: the infrastructure for data collection, local
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controller for regional traffic decision making and ITS center as the governing
entity. The “Blockchain Platform” is segregated into three layers as well, where
the raw traffic data are submitted to the system and forms the transaction layer.
The system designated entities such as LCs will verify the transactions and form
the ledgers. The rightmost pillar, “Security Threats” lists four attacks that may
occur at different layers and will be discussed further in a later section.

3.2 Transaction, Smart Contract, Block and Consensus

Transaction One of the fundamental differences between SecBITS and the
Bitcoin blockchain system is the definition of transaction. Instead of the tradi-
tional intuition of reflecting a financial exchange, in SecBITS the term refers to
a broader and more generic concept: a transaction is a recorded activity between
two parties, of which may contain data exchange or decision executed. We define
three types of transactions. All actions could be covered by one of them.

Entity registration: the system requires each participating entity to register itself
and record this action. The parties involved in this transaction would be the
registering entity, and the I'TSC. Information to be recorded could include entity
public key, device type, geographic location, access rights, etc.

Data transmission: the data transmission transaction is to record the data ex-
change between two parties, typically from the lower layer devices to the LCs,
and from LCs to the ITSC. This type of transaction will trigger the smart con-
tract to make traffic light decisions.

Decision transmission: when a decision has been made, the corresponding decision-
making entity will generate a transaction to send the instruction for execution.
Although one could consider the decision transmitted is also a type of data, we
separate this from the above for ease of exposition.

Fig. 2 illustrates the format of a transaction. It contains three main fields,
the transaction header, payload, and digital signature. The header includes basic
information such as the IDs, the timestamp and transaction type, where the
payload will include the data or decision to be conveyed between the parties.
The digital signature field is included to assure the integrity and authenticity of
this particular transaction. The signature is generated by the transaction sender
and is based on the transaction header and payload.

Smart Contract In SecBITS, the logic for controlling the traffic condition
is embedded into a smart contract, where different smart contracts could be
implemented for each intersection based on its location, past traffic data, etc.
These contracts are further stored in a duplicated and decentralized way within
each capable nodes such as LCs. As each smart contract has its unique identifier,
it could be considered as part of the system entity, that is, same as the devices
and LCs, but just virtual instead of physical. One would be able to communicate
with the smart contract directly by sending a transaction including the smart
contract identifier as the receiver ID, and structure the payload accordingly.

Block Transactions generated by the entities will be broadcast into the entire
network for verification, before they could be immutably recorded into the ledger,
in the form of “blocks”. Fig. 3 illustrates the key components included in a block.
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Each block contains a block identifier, a header, the payload, and the digital
signature field. The block identifier is the hash output of the concatenation of
the header and payload fields. This identifier will be used for the next block
generation in the aim of chaining the blocks together. The header field con-
tains information such as timestamp, miner ID (the identifier of the entity who
creates this block), the previous block identifier (as to chain the blocks), and
proof of consensus. The payload includes all the transactions details collected
by the miner for the past epoch. The digital signature is created based on the
concatenation of the first three fields.

Consensus Protocol In SecBITS, we employ Byzantine Fault Tolerance (BFT)
protocol. For each time period where a block needs to be formed, according to
the protocol, the SecBITS will select one “leader” from the designated entities
(e.g., the LCs and servers under ITSC’s control). This leader will collect the
unconfirmed transactions, form a block as illustrated above and include its ID
into the miner ID field. This particular block will be broadcast to the entire
network and verified by the community. As long as the number of successful
verification passes a threshold, this particular block is considered as valid and
written into the ledger. The “proof-of-consensus” to be included are the digital
signatures generated by the entities who have successfully verified the blocks.
BFT is a well-studied protocol with many variants. By selecting different
variants, the algorithm execution procedure could slightly differ and the consen-
sus threshold level could be adjusted based on the security level required. For
the basic BFT scheme where the threshold is set to be 2/3, an attacker still
needs to compromise at least 1/3 of the entities to launch a successful attack,
which is almost impossible considering the number of entities in the system.

4 Security Analysis

In this section, we discuss four different types of attacks that the SecBITS could
assist in prevention and thus enhancing the security of the entire ITS.

Record Tampering The ITS continuously collects, processes and records a
large amount of data such as road condition reported from RSUs and local con-
trollers, as well as log information that include decisions made based on the
reported data. This information are stored at either LCs or ITSC with different
granularity and lifetime, for later analysis, decision making, and investigation.
Although different approaches could be enforced, such as enhancing the firewall
for protecting the data storage server, or using digital signatures for each data
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block to ensure integrity, this recorded information are still subjected to tam-
pering, as firewalls could be breached and signing keys could be compromised.

The proposed SecBITS provides additional assurance for record security due
to the data block chaining nature of the blockchain itself. That collected infor-
mation are validated, “mined” and chained together by the system designated
entities to form immutable data blocks. Assume at the time of the attack, there
exist n many blocks. An attacker (regardless of insider or outsider) who attempts
to manipulate a particular transaction which is contained in block b from the
current chain would need to re-generate all the block hashing from block by to
b, based on the block contents. Further, all the signatures that are contained in
the affected blocks need to be re-computed based on the new block hash. This
is almost impractical as the attacker needs to breach all the entities who partic-
ipated in creating these blocks and obtain their private signing key in order to
form the legitimate signatures.

Denial-of-Service Attack The DoS attack is one of the most commonly ob-
served cyber attacks. The attacker aims at making the system resource un-
available to the legitimate entities either temporarily or indefinitely, typically by
flooding the system with a large amount of requests. In SecBITS, as all data and
actions are transmitted in the form of a transaction, the attacker could launch
a DoS attack by submitting a large number of transactions to the system. To
prevent such an attack, we introduce an additional step for generating a valid
transaction: one needs to solve a client puzzle and embeds the answer into the
transaction for validation.

Client puzzle is an approach to increase the cost of a client to carry out cer-
tain actions in order to obtain services from the server. Generally, a client puzzle
includes puzzle generation, puzzle solving by the client (requires client’s effort)
and puzzle answer verification by the server (typically easy). In SecBITS, we
propose a puzzle that is similar to the “proof-of-work” consensus used in Bitcoin
mining process: for the generation of each valid transaction, the submitter needs
to guess a random value r such that the hash of r combined with the transac-
tion content tc should satisfy a pre-defined bound (also called difficulty level).
Further, this bound is a function with respect to the number of submitted trans-
actions n for a fixed period of time t, i.e., the system will adjust the difficulty
level in guessing r. As the only way to produce r is by random guessing, with the
increased number of transactions submitted, the number of guesses to obtain a
suitable r will drastically increase, and for a DoS attack, this will occur signifi-
cant computational overhead for the attacker. One could define a suitable client
puzzle, set the difficulty based on the system requirement and the capability of
an attacker. The selection of a suitable puzzle is out of the scope of this paper.

Rogue Sensor Sensors located at the data input layer are one of the most vul-
nerable points that are subjected to security breaches. An attacker may well be
interested in aggregating her resources to compromise a single RSU and sending
malicious data to the LC, in order to sabotage the traffic decision made for a
specific intersection of interest. SecBITS would help to mitigate such an attack
through a set of pre-defined rules embedded in the smart contracts. As mentioned
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earlier, each reported data is embedded in a transaction. Before this transaction
calls the smart contract that makes the decision for a particular traffic condition,
the validity of this data needs to be checked against relevant information such
as data reported in last epoch, or compare with adjacent traffic intersections.
Only if the data is within a reasonable range bounded by such relevance check,
it then could be fed into the smart contract for current decision.

With carefully designed logic and smart contracts, it would be extremely
challenging for an attacker to launch such an attack. As the entire system is con-
nected, the relevant information could be extracted from the ledger efficiently
for cross-validation. To launch a successful attack, simply sending a manipu-
lated data is not enough, but rather one needs to understand the relationship
for decision making and subsequently modify a chain of data to fool the system.
However, as discussed in the Record Tampering section, modifying recorded in-
formation is also extremely difficult.

Compromised Logic The road traffic monitoring and the subsequent decision
made is heavily based on the logic implemented in the LC. In the case of the LC
is compromised, the attacker may manipulate the embedded logic to sabotage
the traffic system. Under such an attack, note that the decision is still made
based on the correct data input, whereas the algorithm itself has been changed.
For example, an attacker may change the decision of granting 60 seconds green
light based on 100 vehicles reported to only 40 seconds, causing the traffic jam

Traditional ITS might not be able to resolve such an attack as the logic is
embedded into each individual LC. With SecBITS, the logic could be imple-
mented as a form of smart contract, each with a unique identifier and stored
across the entire network on the nodes. A decision made by an LC needs to be
verified by the network by calling the designated smart contract used for such
decision before it could be executed. As long as the attacker could not possibly
compromise a majority of the entities in the network and change the associated
smart contract , such a compromised logic attack would be easily detected and
the transaction associated with the decision will be rejected.

5 Experiments

We implemented the RSA and ECDSA digital signature schemes and SHA-2 hash
function used in SecBITS, to provide assessment for the computational overhead
with a varying security level. The schemes are implemented using Python 2.7 on
a Windows machine with Intel Core i7-6700 3.40GHz CPU and 64 GB RAM.
Fig. 4 reflects two types of digital signature schemes with a varying security
level. RSA-1024 (represented as DSA-1024 in the figure) has the lowest overhead,
takes around 1.6ms for each signature generation. Next, three ECDSA variants
and RSA-2048 have relatively close overhead, take approximately 3.3-4.8ms for
each signature generation respectively. Consider the devices collect and transmit
data typically in hundreds of millisecond or even second granularity, the overhead
for these schemes are acceptable. The overhead for RSA-3072 observed a sharp
increase, takes roughly 16.5ms for one signing procedure. Although the security
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level is high, the computational time seems a burden for the system participants.
Fig. 5 plots the signature verification time. The RSA variants could complete the
task within extremely short to almost negligible time, approximately less than
1ms for one verification of all variants. For elliptic curve schemes we observed a
2x—3x blow-up of the computational overhead compare to its signing operation.

1800 1400
— DsA1024! — DSA1024!
1600 DSA-20487 1650.65° DSA-20487

— DsA3072° 12001 — DpsA-3072°
1400 — ECDSA192¢ — ECDSA-192*
—— ECDSA-224° —— ECDSA-224°
— ECDSA-256° —— ECDSA-256° 949,889

1298.40°

1000

conds)

800

685.86°

Cumulative Elapsed Time
(in millise
o
8

483.207
—| 456.13¢

8

8
BEE
Sinin
Qe

10 20 30 40 S0 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
Number of Digital Signature Number of Digital Signature
(Signing) (Verification)

Fig. 4. Signature Signing Time Fig. 5. Signature Verification Time

We also test the block formation time, i.e., to generate the block identifier by
hashing the formed block including header and payload with collected transac-
tions over a period of time. Typically, SHA-256 is sufficient for current security
needs, and roughly 680ms is required if a block contains 100 transactions (Fig. 6).
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Last, we test our client puzzle idea on a Raspberry Pi (Model 2B). The “X”
in Puz X of the legend refers to the number of leading zero bits required in the
hash output. We first obtain the number of transactions the device could generate
within one minute with no difficulty level as a benchmark, and on average of 800
transactions could be formed (for the compactness of the figure, this value is
not included). Subsequently, we set the puzzle level increment threshold to be
320 (i.e., on a 0.4x threshold, 0.4 x 800), that is, for every 320 transactions
submitted within the past time epoch, the difficulty level will be increased. The
x-axis indicates the varying time epoch, and the y-axis indicates the maximum
number of transactions the device could generate within the epoch (red dotted
line). One could observe that, even with a geometric growth of the time epoch
(i.e., giving an attacker with more time to flood the system), the number of
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transactions generated only grows (seemingly) linearly, which greatly limits the
severity of the attack. The colored bar indicates to which level of difficulty the
device could reach within each time epoch (e.g., within four minutes, the device
could reach a level of generating 12 leading zero bits for the hash output).

6 Conclusion

In this work, we propose SecBITS, a secured blockchain-based intelligent trans-
portation system. We provide detailed system architecture, define transactions
and ledger, as well as consensus to ensure a secured global view for the data and
information recorded. Further security analysis of four types of attacks and how
the proposed system could mitigate such attacks are discussed. Experiments are
also conducted to illustrate the feasibility of the proposed solution.
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